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In Part II of the course we will look at further ways to classify extensive form games
with imperfect information. Moral hazard, adverse selection and signaling will be the
elements of structure of games, pooling and separating equilibria the elements of classi-
�cation of solutions we will discuss.



3 Contract Theory

In Part II of the course we will look at further examples and ways to classify these
extensive form games with imperfect information.

Moral hazard, adverse selection and signaling will be the structural elements of these
games.

Pooling and separating equilibria we will work out as the categories of classi�cation
of the solutions.

3.1 Principal Agent Theory

Consider a framework characterized by the following features

� A principal thinks of entering into an agreement with an agent.

� The agent is supposed to perform a particular task.

� The outcome of the agent's activities depends on the e�ort the agent applies and
is a�ected by random events.

� The principal receives revenues resulting from the agent's activities.

� The agent receives a (wage) payment from the principal.

� The principal designs and o�ers the agent a contract c.

� The agent can reject the contract or accept it.

� If he accepts the o�er, he then decides to apply a low or a high level of e�ort.

� The principal may not know what e�ort the agent applies. The principal's revenue
jointly depends on the unobserved state of nature and the unobserved e�ort of the
agent.

� The agent's pay o� depends on revenue.

Representation of a Principal Agent Model

� The elements of the strategic con�ict described above �t together in a huge game
represented by a game tree.

� However, the nested structure with a continuum of action at each stage and the
information structure makes the tree di�cult to handle .

� A more appropriate representation sets the standards in the literature.

� It provides a better overview and it helps to classify the di�erent cases of problems.
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3.2 Classi�cation of Problems

Actions, events and timing of the base model

Let P denote the principal and A the agent.

Random events (N) 
determine the
state of nature

time

P designs the
contract

A accepts
(or rejects)

A performs
a task

P receives revenue
and pays wage to A
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Moral Hazard

The agent's action cannot be observed by the principal (hidden action)

Random events (N) 
determine the
state of nature

time

P designs the
contract

A accepts
(or rejects)

A applies a 
non‐verifiable
effort

P receives revenue
and pays wage to A

effort

Adverse selection

The agent holds private information from the beginning

Random events (N) 
determine the
state of nature

N chooses the type of A
The type remains private 
information of A

time

P designs the
contract

A accepts
(or rejects)

P receives revenue
and pays wage to A

A performs
a task

Signalling

The agent can send a signal to the principal

Random events (N) 
determine  the 
state of nature

N chooses the type of A
The type remains private 
information of A

time

P offers a 
contract

A accepts  
(or rejects)

P receives revenue 
and pays wage to A

A performs 
a task

A sends
a signal
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3.3 The Moral Hazard Problem

Hidden action

The agent's action is not observable

Random events (N) 
determine the
state of nature

time

P designs the
contract

A accepts
(or rejects)

A applies a 
non‐verifiable
effort

P receives revenue
and pays wage to A

effort

Searching for an optimal contract

� There is s strategic con�ict between principal and agent.

� The agent's action cannot be observed by the principal.

� The principal infers a rational prediction about the agent's action.

� The principal solves the problem by backward induction.

� The solution is a subgame perfect Nash-equilibrium.

The framework

� The agent is supposed to perform a task yielding outcome x in monetary value.

� Consider n di�erent possible outcomes xi, i = 1, . . . , n.

� They occur randomly with probalities pi and will be observed by the principal and
the agent. We refer to i as the state of nature.

� The probabilities may depend on the level of e�ort e applied by the agent, pi(e).

� The contract o�ers the agent a wage wi in state i. The wage is not speci�ed
conditional on e�ort because e is private information of the agent.

� The agent has utility u(wi) of wage and dis-utility v(e) of e�ort. He prefers high
wage and low e�ort.
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Backward induction

� Final stage:
(i) The principal wants the agent to accept the contract,
(ii) and the agent chooses a utility maximizing e�ort level.

(i) imposes a constraint on the contract called
participation constraint (PC)∑n

i=1 pi(e)u(wi)− v(e) ≥ U

The agent's expected utility should not fall short of the
level he can achieve somewhere else.

(ii) imposes a further constraint on the contract called
incentive compatibility constraint (ICC)

e solves: maxe
∑n

i=1 pi(e)u(wi)− v(e)

Without observing the e�ort the principal should expect
the agent to apply this level of e�ort.

� First stage: The principal proposes a contract1 (w1, . . . , wn) based on the possible
revenues x1 ≤ · · · ≤ xn which maximizes the principal's pro�t (net revenue) subject
to the constraints of the second stage 2:

max
{w1,...,wn}

n∑
i=1

pi(e) (xi − wi)

s.t. (PC) and (ICC)

� The moral hazard problem of this form can be considered as a sequential game
with the principal as a �rst player, the agent as second player, and nature as third
player. (Nature does not pursue its own goal.)

� The strategy set of the principal is the set of all wage schedules {(w1, . . . , wn)}.

� The strategy set of the agent is the set of all feasible e�ort levels {e}.

� The solution is the subgame perfect equilibrium of the corresponding game given
by the strategy pro�le ((w1, . . . , wn), e) of principal and agent.

1One may include the desired level of e�ort in the contract. However, it is determined endogenously

by the incentive compatibility constraint and is not observable, anyway.
2Notice that we consider the case of a risk neutral principal. He considers the expected value of pro�t,

whereas the agent uses utility and dis-utility functions re�ecting risk aversion.
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The case of two e�ort levels

� Assume e ∈ {eL, eH}, xi ordered from worst to best: x1 ≤ · · · ≤ xn.

� Notation pi(eH) = pHi and pi(eL) = pLi .

� It seems natural that the principal prefers high e�ort to low e�ort. A �rst assump-
tion in this direction addresses expected revenues. High e�ort should yield a gain
in expected revenues

n∑
i=1

pHi xi ≥
n∑

i=1

pLi xi or equivalently
n∑

i=1

(pHi − pLi )xi ≥ 0

� However, it is pro�t that counts for the principal

n∑
i=1

pHi (xi − wi) ≥
n∑

i=1

pLi (xi − wi)

� We rearrange terms and get

n∑
i=1

(pHi − pLi )xi ≥
n∑

i=1

(pHi − pLi )wi

� Obviously, the (weak) inequality holds if wages are equal to revenues wiping
out all pro�ts.

� Furthermore, it holds if high e�ort yields a gain in expected revenues, and if
all wages are identical. In this case the left hand side is positive, and the right
hand side is equal to zero.

n∑
i=1

(pHi − pLi )w = w

(
n∑

i=1

pHi −
n∑

i=1

pLi

)
= 0

� However, the latter never provides an incentive to supply high e�ort! Indeed, in
this case the expected utility of wage income is independent of e�ort

n∑
i=1

pi(e)u(w) = u(w)
n∑

i=1

pi(e) = u(w)

whereas dis-utility is smaller with low e�ort.

� It remains to �nd conditions for the probabilities such that the gain in revenues due
to high e�ort can outweigh the gain in expected wage by more than the dis-utility
of higher e�ort.
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Summing up we have the following two conditions which must hold for revenues, wages
and probabilities of the solution

n∑
i=1

(pHi − pLi )xi ≥
n∑

i=1

(pHi − pLi )wi

and
n∑

i=1

(pHi − pLi )u(wi) ≥ v(eH)− v(eL)

We can evaluate the ranking of revenues to get two kinds of conditions such that at least
expected revenues raise with higher e�ort. It then remains to check whether there is
enough scope for appropriate wage setting.

� An intuitive assumption is that of monotonous likelihood

pL1
pH1

>
pL1 + pL2
pH1 + pH2

> . . .

It is not necessary but su�cient for the preference for high e�ort.

In particular it implies
pL1
pH1

>
pLn
pHn

The case of two e�ort levels

� A weaker but still su�cient assumption is, that pH stochastically dominates pL of
�rst order.

pH1 < pL1 , and pH1 + pH2 < pL1 + pL2 , . . .

Monotonous Likelihood in Case of Two E�ort Levels
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The incentive compatibility constraint is supposed to implement an incentive to supply
high e�ort.

In other words, the expected utility of high e�ort must be larger than or at least equal
to that of low e�ort.

(ICC)
n∑

i=1

pHi u(wi)− v(eH) ≥
n∑

i=1

pLi u(wi)− v(eL)

or equivalently
n∑

i=1

(pHi − pLi )u(wi) ≥ v(eH)− v(eL)

The latter version of (ICC) means that an increase in expected utility of income due to
higher e�ort has to outweigh the increase of dis-utility.
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Searching for an optimal contract (w1, . . . , wn)

max
{w1,...,wn}

n∑
i=1

pHi (xi − wi) s.t. (PC) and (ICC)

Lagrangean function3

L(wi, λ, µ) =
n∑

i=1

pHi (xi − wi) + λ

[
n∑

i=1

pHi u(wi)− v(eH)− U

]

+µ

[
n∑

i=1

(pHi − pLi )u(wi)− v(eH) + v(eL)

]

First order conditions and shadow prices

The �rst order conditions with respect to wi are

−pHi + λpHi u
′(wi) + µ(pHi − pLi )u

′(wi) = 0 for i = 1, . . . , n

Rearrange terms to check whether the constraints are binding

pHi
u′(wi)

= λ pHi + µ (pHi − pLi ) for i = 1, . . . , n

Summation over i yields 0 <
n∑

i=1

pHi
u′(wi)

= λ

Notice, that all other terms vanish, because the probabilities pHi and pLi resp. sum up
to unity.

We conclude λ > 0, and therefore (PC) is binding.

The interpretation of the shadow price equation for λ is straight forward.

λ =
n∑

i=1

pHi
u′(wi)

=
n∑

i=1

pHi · dwi

du

dwi/du is the marginal wage reduction caused by a shrinking of utility. This marginal
e�ect is small if wi is small; it is large if wi is large.

� The sum of these wage reductions weighted by probabilities amounts to an expected
pro�t gain of the principal.

� The relaxation of the binding e�ect of (PC) as it may be caused by a lower value
of U allows the principal to reduce the expected utility of the agent.

� The cost reduction raises the principal's expected pro�t, and this is what λ is
supposed to measure!

3The arguments of the Lagrangean function always are the elements of the contract together with all

shadow prices. In order to simplify notation we drop the arguments in what follows.
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In order to check whether ICC is binding we assume the opposite, i.e. µ is equal to zero.
Then the �rst order conditions reduce to λu′(wi) = 1 and hence the wage schedule w
has to be �at.

But then (ICC)
n∑

i=1

(pHi − pLi )u(wi) ≥ v(eH)− v(eL)

reduces to 0 ≥ v(eH)− v(eL) which is wrong by assumption.

We conclude µ > 0, and therefore (ICC) is binding as well.

� Although both constraints are binding as before, the optimal contract creates the
incentives to make the agent supply high e�ort.

� The principal does not have to pay higher wages on average, he only has to o�er a
di�erentiated wage schedule instead of full insurance.

Characterization of the di�erentiated wage schedule

Recall the �rst order conditions and divide by pHi

1

u′(wi)
= λ+ µ

pHi − pLi
pHi

for i = 1, . . . , n

� The term
pHi − pLi

pHi
= 1− pLi

pHi

measures the relative change of probabilities due to an increase in e�ort from low
to high.

� pLi /p
H
i is called the likelihood ratio due to a decrease of e�ort.

� Due to �rst order stochastic dominance the term one minus likelihood ratio is
negative for i = 1, changes sign for some i, and is positive for i = n.

� The shadow prices λ and µmeasure the value the principal can assign to a relaxation
of the corresponding constraint.
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Recall the �rst order conditions devided by pHi again

� If pHi = pLi for some i, the wage rate is independent of probabilities and solves

u′(wi) = 1/λ

It depends on the shadow price of the participation constraint (PC).

� The smaller the likelihood ratio (i.e. the less revealing a high outcome w.r.t. the
e�ort devoted to the job), the larger the right hand side of the FOC above

↪→ the larger wi must be.If the right hand side is larger, themarginal utility must
be smaller, and therefore the wage must be larger!

� Remember: x1 ≤ x2 ≤ x3 . . .

� Use notation pi = (pHi , p
L
i ).

� Stochastic dominance: p1, p1 + p2, p1 + p2 + p3 are located above the diagonal in a
pHi , p

L
i -diagram.

� The likelihood ratios are the slopes of the vectors pi.

� wi increases with i, if and only if the likelihood ratio decreases with i.

The pictures below illustrate di�erent cases of monotonous and non-monotonous re-
lationships between revenues and wages.

The case of monotonous likelihood ratio
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The case of a non-monotonous likelihood ratio I
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The case of a non-monotonous likelihood ratio II
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Final remarks on moral hazard

� The analysis can be extended to the case of a continuous e�ort variable in a straight
forward manner (cf. Macho-Stadler and Pérez-Castrillo, 2001).

� We considered the case of hidden action and not that of hidden information (cf.
Hart and Holmström, 1987).

� There are interesting recent empirical investigations on moral hazard (e.g. Hoppe
and Schmitz, 2018).

� The main conclusion is that risk can be shared through a contract and at the same
time incentives can be implemented to reduce the risk.
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� Nevertheless, although the starting point of reasoning is the the assumption of a
lack of information, designing "good" contracts requires a lot of basic information
about the environment, preferences ect.
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3.4 The Adverse Selection Problem

The Lemons' Problem I

In a used car market the seller S knows the quality of the cars the buyer B does not. We
say: The seller holds private information from the beginning of the game.

N

B2 S2

(0, 0)reject

(2500− p, p− 2000)accep
t

o�er price p

lemon

0.5

B1 S1

(0, 0)reject

(6500− p, p− 6000)accep
t

o�er price p

goo
d car

0.5 ωB

The analysis shows that good cars don't sell in this market!

View of buyer and seller on the market

� If p < 2000 there is no deal because the o�er is below the least value of a car. This
is obvious for the prospective buyer and of course for the seller.

� If p ≥ 2000 the seller is in a comfortable situation. He will accept the o�er or reject
according to his valuation of the car. At a price between 2000 and 6000 he will only
agree to sell a bad car.

� Yet, a price above 2500 pays for the prospective buyer only if he expects to get a
good car. As the seller will not sell a good car below 6000, a price between 2500
and 6000 yields a negative pay-o� for the prospective buyer because he can get a
bad car, only. A price of 6000 or more opens up the chance for a good car. But
the risk to get a bad car pulls down the expected pay-o� to 4500 and therefore he
should not o�er a price of 6000 or more.

The Lemons' Problem II

In this second version we assume the seller S calls up a price by placing a price tag behind
the wind screen of the car. B can only accept or reject.

N

S2 B2

(0, 0)reject

(2500− p, p− 2000)acce
pt

ask price p

lemon

0.5

S1 B1

(0, 0)reject

(6500− p, p− 6000)acce
pt

ask price p

goo
d car

0.5 ωB

Again the analysis shows that good cars don't sell in this market!

Motivation: Where and how does adverse selection crop up?

47



� A driver knows more about his driving habits than the insurance company.

� By the insurance contract he wants to shift his risk to the insurance. It is the
business concept of insurance companies to share (buy) risks.

� However, the insurance may not be willing to contract with this particular driver,
because she estimates the risk too high.

� Even worse, careful drivers who are willing to pay a high premium may look suspi-
cious to the insurance manager: �The more you are willing to pay for for insurance
the higher may be your risk!�

A Principal Agent Model of Adverse Selection

� We consider a bilateral relationship of principal and agent

� The agent holds private information relevant to the (contractual) relationship.

� Typical examples are the agent's (true) quali�cation,the agent's attitude towards
risk,the quality of a service he or she can o�er . . .

� The principal designs a contract

� . . .

Adverse selection

The agent holds private information from the beginning

Random events (N) 
determine the
state of nature

N chooses the type of A
The type remains private 
information of A

time

P designs the
contract

A accepts
(or rejects)

P receives revenue
and pays wage to A

A performs
a task

A formal model of adverse selection

� The expected revenue is R(e) =
∑

i pi(e)xi

� The principal is risk neutral with expected pay-o� equal to expected pro�t R(e)−w

� We consider two types of agents with di�erent dis-utility of e�ort kv(e)

� with k = 1 for type 1, and
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� with k > 1 for type 2.

� The agents are risk averse with utility U(w, e) = u(w)− kv(e)

� We call the agent of type 1 the good agent, G, and the agent with the larger
unwillingness to work hard (type 2) the bad agent, B.

� The respective utility functions are labeled as UG or UB.

3.4.1 Symmetric information as a case of reference

� Assume for a moment the principal could identify the type of the agent.

max
(e,w)

Π(e, w) = R(e)− w s.t. u(w)− kv(e) ≥ U (PC)

From total di�erentials along curves of constant pro�t or constant utility we get

R′(e) de− dw = 0 , u′(w) dw − kv′(e) de = 0

� The �rst order condition of the principals constrained utility maximization equates
the principal's and the agent's rate of substitution between w and e.

R′(e) =
kv′(e)

u′(w)
(FOC)

The marginal loss of the principal due to a rise of wage is equal to one. View the left
hand side as R′(e)/1 to make it more obvious that the marginal revenue actually is
a rate of substitution.

� Notice that the �rst order condition is independent of the agent's outside option or
reservation utility U .

� The point of tangency of the participation constraint (PC) and the appropriate level
curve of the principal's expected pro�t function determines the optimal contract C∗.

� Hence, (FOC) has to be satis�ed by the optimal contract.

� (FOC) is the curve of all points of tangency of constant pro�t curves and curves
of constant utility for matching levels.

� In the picture we have chosen the utility level U which corresponds to the (PC)-
curve.
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One of the three equations or curves is redundant. We drop the isoquant of the
principal's expected pro�t, because the level of expected pro�t is unknown a priori.

0,00

0,50

1,00

1,50

2,00

2,50

3,00

3,50

4,00

0,0 5,0 10,0 15,0 20,0 25,0

e

w

(PC)

(FOC)

Optimal contracts in case of symmetric information
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� We combine the respective pictures for the two di�erent types G and B.

� Obviously UG(CB∗
) > UG(CG∗

).
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3.4.2 Asymmetric Information

Asymmetric information and self-selection

A problem arises, if the principal does not know the type of agent he is facing.

� If G has the choice, he will choose CB∗
, the contract which is not designed for him.

� Hence, the expected pro�t of the principal will fall due the lack of information.

� We say, the menu (CG∗
, CB∗

) is not self-selective, but it is pooling 4.

A menu of contracts {CG, CB} = {(eG, wG), (eB, wB)} is self-selective, if

u(wG)− v(eG) ≥ u(wB)− v(eB) (SSCG)

u(wB)− kv(eB) ≥ u(wG)− kv(eG) (SSCB)

In comprehensive notation we may write

UG(CG) ≥ UG(CB) (SSCG)

UB(CB) ≥ UB(CG) (SSCB)

3.4.3 Self-selection

� The picture below shows a self-selective menu of contracts
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� The hollow nodes depict the symmetric information optimal menu of contracts.

� A self-selective menu of contracts must violate some of the optimality conditions of
this menu.

� The solid nodes form a self-selective (weakly separating) menu.
4We use the term self-selective emphasising that we focus on the agents choice. An equilibrium with

a self-selective menu of contracts then is called separating equilibrium.
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The picture above suggests

� (PC) is binding for agents of type B. In other words, bad agents receive their
reservation utility U.

� Good agents receive extra utility, U > U. For them (PC) is not binding.

� The contract for agents of type G is e�cient (FOC).

The amount of extra utility of good agents and the degree of ine�ciency of the contract
of bad agents have to be balanced as to maximize the expected pro�t of the principal.

3.4.4 Formal analysis in case of asymmetric information

� In order to �nd the optimal contract the principal has to know the respective
likelihood of facing a good or a bad agent. Let q be the share of good agents
around, (1− q) the share of bad agents.

� The principal's problem is to �nd the optimal menu of contracts {CG, CB} =
{(eG, wG), (eB, wB)}.

max
{CG,CB}

qΠ(eG, wG) + (1− q)Π(eB, wB)

s.t. good agents receive at least U from CG (PCG)

bad agents receive at least U from CB (PCB)

good agents prefer CG to CB (SSCG)

bad agents prefer CB to CG (SSCB)

Redundancy of good agents' participation constraint

The system of constraints contains a typical redundancy. It it implies

UG(CG) ≥ UG(CB) > UB(CB)︸ ︷︷ ︸
larger dis-utility of bad agents

≥ U

This is exactly what was claimed above: good agents receive some extra utility.
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Another implication

Good agents will be required to supply higher e�ort.

v(eG)− v(eB) ≤ u(wG)− u(wB) due to (SSCG)

≤ k
(
v(eG)− v(eB)

)
due to (SSCB)

By assumption k is larger than one. Hence this can only hold, if v(eG)− v(eB) ≥ 0 and
thus eG ≥ eB.

Moreover:

� If e�ort levels were equal, eG = eB, wages should be equal as well, wG = wB.

� If e�ort levels of good agents are higher, eG > eB, wages must be higher as well,
wG > wB.

Searching for the optimal contract

max
{CG,CB}

qΠ(eG, wG) + (1− q)Π(eB, wB)

s.t. u(wB)− k v(eB) ≥ U (PCB)

u(wG)− v(eG) ≥ u(wB)− v(eB) (SSCG)

u(wB)− kv(eB) ≥ u(wG)− kv(eG) (SSCB)

Let λ, µ and δ be the Lagrange multipliers of (PCB),(SSCG), and (SSCB) respectively.

The Lagrangean function

L = qΠ(eG, wG) + (1− q)Π(eB, wB)

+ λ ( u(wB)− k v(eB)− U)

+ µ (u(wG)− v(eG)− u(wB) + v(eB))

+ δ (u(wB)− kv(eB)− u(wG) + kv(eG))

First order conditions

−q + µu′(wG)− δu′(wG) = 0 (LwG)

−(1− q) + λu′(wB)− µu′(wB) + δu′(wB) = 0 (LwB)

qR′(eG)− µv′(eG) + δkv′(eG) = 0 (LeG)

(1− q)R′(eB)− λkv′(eB) + µv′(eB)− δkv′(eB) = 0 (LeB)

The constraints must hold with complementary slackness.
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Rearrange thr �rst order conditions

µ− δ = q / u′(wG) (LwG)

λ− µ+ δ = (1− q) / u′(wB) (LwB)

µ− δk = qR′(eG) / v′(eG) (LeG)

λk − µ+ δk = (1− q)R′(eB) / v′(eB) (LeB)

Binding versus non-binding (SSC)
From

µ− δk =
qR′(eG)

v′(eG)
(LeG)

we conclude that µ > 0 because the right hand side is positive and shadow prices cannot
be negative.

� Hence (SSCG), the constraint corresponding to µ, is binding.

� More or less obviously this implies that (SSCB) is not binding and therefore δ = 0

Binding versus non-binding (SSC)
From µ > 0 we recall

u(wG)− u(wB) = v(eG)− v(eB)

We use this to check whether SSCB is binding

u(wB)− kv(eB)− u(wG) + kv(eG)

= v(eB)− v(eG)− kv(eB) + kv(eG)

= (k − 1)(v(eG)− v(eB))

Both factors are positive as k > 1 and eG > eB, and therefore δ = 0.

The information rent of good agents

u(wG)− v(eG) = u(wB)− v(eB) (SSCG)

= u(wB)− kv(eB) + (k − 1)v(eB)

≥ U + (k − 1)v(eB)

� The utility of good agents exceeds that of bad agents.

(PCG) is not binding.

� An optimal menu of contracts cannot o�er extra utility to both types of agents.

� Hence, (PCB) must be binding.

I.e. good agents receive an information rent (k − 1)v(eB).
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(SSCG) and (FOCG)
With µ > 0 and δ = 0 we get from (LwG) and (LeG)

1

u′(wG)
=

R′(eG)

v′(eG)

Solve for R′ to get the standard form of the e�ciency condition

v′(eG)

u′(wG)
= R′(eG)

I.e., (SSCG) is binding corresponds to (FOCG).

Reduced �rst order conditions of optimal contracts

From the �rst order conditions with respect to w we get an equation for the shadow price
λ.

µ = q / u′(wG) (LwG)

λ− µ = (1− q) / u′(wB) (LwB)

}
+

λ = q / u′(wG) + (1− q) / u′(wB) > 0

From (LwB) we get −µ = (1− q) / u′(wB)− λ.

Finally, in (LeB) we can eliminate the shadow prices µ and λ using the formula above
and the equation for λ we have just derived from (LwG) and (LwB).

λk − µ = (1− q)R′(eB) / v′(eB) (LeB)

λk +
(1− q)

u′(wB)
− λ =

(1− q)R′(eB)

v′(eB)

(1− q)k

u′(wB)
+

q(k − 1)

u′(wG)
=

(1− q)R′(eB)

v′(eB)

kv′(eB)

u′(wB)
+

q(k − 1)

(1− q)

v′(eB)

u′(wG)
= R′(eB)

The distortion of the optimal contract

∆ =
q(k − 1)

(1− q)

v′(eB)

u′(wG)
= R′(eB)− kv′(eB)

u′(wB)

takes a positive value. As it is zero along the FOCB curve, and as it decreasing with wB

the optimal contract CB must be on the PCB curve to the lower left of the FOCB curve.
In other words, eB and wB both must be smaller than in the �rst best contract for bad
agents.
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3.4.5 Adverse Selection: Final conclusion

Final check for optimality

The menu characterized above may be dominated by the �rst best contract for good
agents. I.e.

� The principal may decide to o�er the �rst best contract CG∗
only. He would have

to take into account that bad agents reject that o�er because it violates their (PC).

� This is excluded if we assume

qΠ(eG, wG) + (1− q)Π(eB, wB) ≥ qΠ(eG
∗
, wG∗

)

This is basically an assumption that q is not too large.
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The optimal menu of contracts

The optimal menu of contracts {CG, CB} = {(eG, wG), (eB, wB)} is characterized and
uniquely determined by the following properties

� (PCB) is binding, whereas (PCG) is not

� good agents receive an information rent

UG − U = (k − 1)v(eB) ≥ 0

� (FOCG) is satis�ed, there is no distortion at the top

� (FOCB) is distorted by

R′(eB)− kv′(eB)

u′(wB)
=

q(k − 1)

(1− q)

v′(eB)

u′(wG)
≥ 0
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