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Abstract 

Digital voice assistants, often associated with artificial intelligence in integrated 
applications or as a stationary stand-alone speaker, are on the rise. By integrating 
humanlike characteristics, they differ from conventional technologies. This qualitative 
study investigates the role of anthropomorphism concerning digital voice assistants and 
examines which humanlike characteristics are the most powerful drivers. By relying on 
the three-factor theory of anthropomorphism, the media equation theory and the uncanny 
valley paradox, we present a category system based on N=20 interviews. The results show 
that anthropomorphism is positively perceived if the voice assistant shows socially 
adapted behavior and embodies a certain role, as well as through the implementation of 
personality, independence and interaction, with the voice playing a decisive role. This 
study not only supports previous research but also contributes to the field of technology 
acceptance. Developers should, therefore, integrate humanlike characteristics but not a 
too humanlike appearance due to possible rejection. 

Keywords: Digital voice assistants, anthropomorphism, artificial intelligence, humanlike 
characteristics, technology acceptance, human-computer interaction 

Introduction 

Currently, almost one billion people worldwide already use digital voice assistants, also called 
conversational agents. The number of users is forecasted to increase in the upcoming years (Tractica 2018). 
Voice and speech recognition software sales will increase up to $6.9 billion by 2025 in comparison to $1.1 
billion in 2017. Starting with installed software on smartphones and computers, digital voice assistants have 
now also moved into living rooms in the form of stationary smart speakers. A digital voice assistant is a 
software system that performs actions based on pronounced commands. It supports users in their everyday 
tasks and through questions to make it easier to cope with their lives. 

In general, a digital voice assistant is a software system that is started by pronouncing a specific activation 
word to receive voice commands from the user. These commands are then recorded by voice and data 
processing and interpreted using the Internet and existing databases. The information obtained can then be 
made available to the user as output either in the form of linguistic responses, recommendations or by 
carrying out actions (Hauswald et al. 2015). On the one hand, there is reactive support, such as answering 
user questions about the weather; on the other hand, there is proactive support, which also includes 
reminding users of upcoming events or recommending certain products and services. Some of the best-
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known assistants include Siri, released by Apple in 2011, followed by Microsoft's Cortana, Google's Google 
Assistant and Amazon's Alexa (Shum et al. 2018). 

Through the use of artificial intelligence and the possibility of machine learning, digital voice assistants are 
also in a position to expand their abilities and to anticipate the wishes and needs of their users after a certain 
time, so that a personalized online environment adapted to the respective user is created (Stucke 2017). By 
processing artificial intelligence, the digital assistant is able to learn, understand and react to linguistic 
commands. This new way of controlling devices via human speech therefore enables a very natural, intuitive 
and revolutionary way of communication between man and machine (Tadeusiewicz 2010), in which the 
interface between them is moving away from manual operation via keyboard or touchpad to a linguistic 
operation that brings the technology closer to the private user through increased user-friendliness 
(Bickmore et al. 2018). 

Due to the high current relevance, some previous studies have focused on the research of digital voice 
assistants and have examined it more closely (Lee and Choi 2017). The investigation of the factors 
influencing the acceptance of the assistants seems to be particularly relevant to being able to reduce the still 
existing reservations and inhibitions during use. More specifically, it is interesting to identify possible 
drivers and barriers of use to draw conclusions for both practice and further research. One approach to 
improve user acceptance is to simulate human traits in the digital voice assistant design to increase 
familiarity and satisfaction with the assistant by suggesting a humanlike counterpart (Purington et al. 2017). 
This phenomenon of humanizing technical devices is called anthropomorphism and is a main characteristic 
and part of the new technology of digital voice assistants (Horstmann et al. 2018). More clearly, 
anthropomorphism is the tendency to transfer human characteristic traits, emotions or intentions to non-
human actors (Epley et al. 2007). 

With the increasing presence of anthropomorphic elements, the relevance of elaborating on the potential 
benefits of an anthropomorphic appearance and behavior of a digital voice assistant increases. Appearance 
is based on visual and haptic appearance, tone, smell and taste, while behavior focuses on social behavior, 
interactive behavior, movement, non-verbal and verbal communication. The developers of digital voice 
assistants especially focus on and promote social behavior (Zitzewitz et al. 2013). The most important 
indication for the acoustic appearance of a person is the characteristic voice. This voice embodies the 
emotion, intention and mood of a person (Zitzewitz et al. 2013). In the literature, anthropomorphism is 
considered to have a major influence on robot design and has been empirically proven by several studies 
(e.g., Fink 2012). However, the phenomenon is largely treated superficially as a single parameter. Zitzewitz 
et al. (2013), for example, have recognized that the phenomenon as a complex and multidimensional 
construct that requires a closer and more detailed consideration. Particularly in the field of digital voice 
assistants, there is currently a lack of knowledge about anthropomorphism and its triggers, although results 
are already available that show vocal communication can have an influence on the user and his perception 
(Kiesler and Goetz 2002). 

In contrast to embodied conversational agents, where movement and appearance play an important role 
(Castillo et al. 2018), the main characteristics of non-embodied conversational agents are primarily the 
voice, especially the use of natural language. Previous research has often concentrated on the design, 
functional components or acceptance of technical devices in general (Venkatesh et al. 2012). Other studies 
stress that interaction with an assistant or a robot not only fulfills the technical need but can also trigger 
emotions (Horstmann et al. 2018). This outcome means that digital voice assistants differ from other 
technologies in terms of spoken language. Surprisingly, as far as we know, no study has proven empirical 
insights into the personification of digital voice assistants through dimensions of the phenomenon of 
anthropomorphism. To investigate this phenomenon in a more holistic and fundamental approach, we 
conducted a qualitative study to gain a deeper understanding of the influence of anthropomorphism on 
digital voice assistants. Therefore, our research questions are as follows: 

RQ1: How is anthropomorphism manifested in digital voice assistants in general? 

RQ2: Which characteristics will lead to a better perception of digital voice assistants and therefore to a 
higher behavioral intention? 

RQ3: Which characteristics are considered to be the most important in referring to digital voice 
assistants? 
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In the following section, we provide a short overview of the theoretical framework, explaining the three-
factor theory of anthropomorphism, the media equation theory and the uncanny valley paradox. Then we 
further extend the method and results and end with the discussion and conclusion. 

Theoretical Background of Anthropomorphism 

As mentioned above, anthropomorphism generally describes the tendency to attribute human 
characteristics, emotions and behavior to non-human objects with the aim of making the actions of the other 
person comprehensible and explainable (Duffy 2003). Here, an additional distinction is made between 
implicit and explicit anthropomorphism, whereby the implicit anthropomorphism takes place 
spontaneously and unconsciously, while the explicit anthropomorphism takes place consciously and is 
reflected (Zlotowski et al. 2018). With digital voice assistants, implicit anthropomorphism can occur 
through observation and interaction with the assistant, while explicit anthropomorphism can be verified 
through questioning. 

The phenomenon of anthropomorphism is a multidimensional construct consisting of different factors 
(Zitzewitz et al. 2013). In his research, Zitzewitz (2012) introduces a network of parameters, which he first 
divides into the two main categories: appearance (static) and behavior (dynamic). To appearance, he assigns 
parameters such as visual appearance and sound, while to the category behavior, he assigns parameters such 
as movement, interaction, social behavior, verbal and non-verbal communication. Digital voice assistants 
have many of the dynamic parameters described by Zitzewitz due to their voice-based design, which leads 
to the fact that the voice assistants are attributed a liveliness perception. According to Ortony (2003), the 
perception of a constant personality through the inclusion of character traits is also an important influencing 
factor for anthropomorphism. In their research, Goetz et al. (2003) introduce personality as a 
subcomponent of anthropomorphism alongside social behavior and intelligence. In addition, this is 
indicated by Becker et al. (2007), who state that the integration of emotions leads to an improvement in the 
credibility, liveliness and personality of an assistant. The digital voice assistant can only express such a 
personality or emotion through its voice, whose mere existence is sufficient to promote anthropomorphic 
perception (Persson et al. 2000). Murray and Arnott (1993) name the parameters of speech quality, speech 
timing and voice height as manipulation variables through which emotions, competence and intelligence 
can be transported via the voice. Further findings show that users prefer computer-generated voices that 
are most similar to their own personality (Nass and Lee 2001). This coincides with the similarity-attraction 
effect, which states that people are attracted to others when they perceive them as similar to themselves. 
The similarity of a digital voice assistant with the user in terms of dimensions, such as behavior or 
personality, is often sufficient to attract attention, increase sympathy and motivate further interaction 
(Bernier and Scassellati 2010). It is also assumed that perceived animation plays a role in humanization. 
Animation can be understood as the ability to move independently as well as the ability to react to 
environmental influences (Bartneck et al. 2009). In the case of a suction robot, for example, the former is 
true, since it has already been established that anthropomorphic perception is triggered by the independent 
movement and independent visit of the charging station. The latter applies to the digital voice assistant. The 
voice assistant could be given a kind of liveliness by reacting appropriately to his environment and its 
stimuli. This appropriate response may also have an effect on perceived intelligence, which, according to 
Zlotowski (2014), has a lesser effect on perceived anthropomorphism than perceived emotionality. 

The parameter field of social behavior is one of the most important components for embodying 
anthropomorphization. It is seen as the peak of human-robot interaction. Social behavior is also made 
possible by interactions resulting from the perception and interpretation of the world in relation to one's 
own experiences. As soon as social behavior is reached, the robot appears alive and offers humans a space 
for anthropomorphizing artificial intelligence (Zitzewitz et al. 2013). The interactive behavior in robotics is 
formed by providing a limited library of basic behaviors for the robot. A large number of basic behaviors can 
positively influence the perception of the robot (Cooney et al. 2012). Social behavior is also associated with 
interactive behavior, for which movement is an essential prerequisite and is regarded as the peak of behavior 
since it is based on the other parameter fields. All these factors lead to increased anthropomorphization and 
enable an increasingly positive human response in human-robot interaction (Złotowski, 2015). 

Moreover, various visual and acoustic dimensions are proposed in the literature in this context, such as 
movement (Wang et al. 2006), voice, verbal communication (Sims et al. 2009), gesture, emotions and optics 
(DiSalvo et al. 2002). 
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As Zitzewitz et al. (2003) mentions, there are different influencing parameters in the field of 
anthropomorphism. It is not only about appearance but also about the behavior such as (non) verbal 
communication or social behavior whereby the latter is seen as the most complex parameter (Goetz et al. 
2003). Riek et al. (2009) finds that users feel more sympathy towards human-looking robots than 
mechanical-looking robots when they were mistreated. Moreover, the evaluation of the appearance seems 
to be dependent on the personality of the user in the context of domestic robots, but a human-looking robot 
is only perceived as positive up to a certain point (Walters et al. 2008). This goes along with the findings of 
Ferrari et al. (2016), where users see androids as a threat to their human uniqueness. Following the results 
of Airenti (2018), the variability of anthropomorphization in the context of interactions derives from the 
affective states of the users. Emotions that are integrated into a conversational agent could enhance 
acceptance as the results of a virtual museum guide robot have shown (Becker et al. 2001). Moreover, Fussell 
et al. (2008) have shown that users consider a politely and less mechanistic answering robot to be more 
positive. In a cultural study where three English accents were compared during the use of a robot, the results 
also demonstrated that a less mechanical voice with a local accent affects the users´ perception (Tamagawa 
et al. 2011). Furthermore, if the robot has a female or a male voice, this influences the perception of the robot 
(Crowelly et al. 2009). Referring to Niculescu et al. (2013), the interaction quality and ease is rated through 
the voice pitch, and the empathy and humor of the robot provides for a higher enjoyment of special tasks. 
Digital voice assistants currently lack visual stimuli such as movement, gestures or eye contact. However, 
these factors could be important for anthropomorphism when integrating voice assistants into household 
appliances. However, voice is seen as an important influencing factor concerning anthropomorphizing. 
Among other things, this study investigates whether voice is sufficient to influence the behavioral intention 
positively and what further humanlike characteristics are important. 

In summary, most previous studies concentrate on one parameter of anthropomorphism in a special context 
or with embodied conversational agents where appearance is also influencing. In the shopping context, it is 
stated that visual anthropomorphization provides a higher purchase intention (Yuan 2019). Thus, to our 
knowledge, there are hardly any insights that are taking the sum of the parameters of anthropomorphism 
into a holistic consideration for non-embodied conversational agents such as digital voice assistants. 

In addition to these studies, there are theoretical concepts that describe the reasons for anthropomorphizing 
(three-factor theory of anthropomorphism), what cues are necessary for users to behave socially with 
conversational agents (media equation theory) and to which degree humanlike characteristics lead to a 
negative effect (uncanny valley). It is fundamentally necessary to explain the reasons for users to 
anthropomorphize to ask our three research questions. Additionally, social behavior seems to be a main 
aspect influencing the perception of digital voice assistants and as it is assumed that users do not prefer a 
conversational agent that is totally humanlike, we refer to these theoretical concepts in more detail in the 
following section. 

Three-Factor Theory of Anthropomorphism 

Epley et al. (2007) formulates three psychological triggers for anthropomorphic thinking that he calls 
elicited agent knowledge, effectance motivation and sociality motivation. The factor of elicited agent 
knowledge means that people judge objects that radiate something similar to human beings through certain 
signals by drawing on their own experiences with other people and accordingly trying to create a common 
basis with their counterparts by attributing human qualities to the objects. In the case of digital voice 
assistants, for example, such a signal can be the voice that evokes knowledge about people and leads to 
identification with them (Eyssel et al. 2012). Effectance motivation describes the motivational determinant 
of personification due to the need of people to understand and predict behavior in their environment. This 
phenomenon was defined by Robert White (1959) as the tendency of people to explore and influence their 
own environment. By projecting human traits onto inanimate objects, the human being creates a situation 
that he can seemingly explain, giving him perceived control subjectively over the situation. Thus, the 
perceived personality of the digital voice assistant can contribute to making its behavior comprehensible 
and predictable. The third determinant "sociality motivation" describes the anthropomorphization of 
objects as a result of the human need for social contact, attachment and the constant search for social 
interaction, which is why the non-human counterpart is perceived and treated as a social counterpart (Epley 
et al. 2007). Social rules are also applied in the use of digital voice assistants, whereby these relate in 
particular to the linguistic interaction with each other, for example, by addressing the digital voice assistant 
by its name to set the interaction in motion. 
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Media Equation Theory 

With their media equation theory, Nass and Reeves (1996) also determine this effect of sociality. Their 
theory is based on the assumption that people implicitly treat computers and other technologies socially as 
soon as the technology exhibits one or more elementary social signals, such as the use of natural language, 
an interactive character, or the fulfillment of a particular social role. The signals used do not need to be 
particularly pronounced. As long as the medium shows behaviors that indicate a social presence, people 
react accordingly by using social, interpersonal interaction rules and transferring them to interaction with 
the medium (Nass and Reeves 1996). This reaction, however, happens unconsciously and automatically, but 
it is shown nevertheless, although one is rationally aware that there is no social counterpart and some people 
even deny their reaction afterwards. The behavior of the medium towards the human being also influences 
its perception. For example, it was found that a medium that compliments was consistently judged to be 
more sympathetic and competent (Nass and Reeves 1996). Overall, the theory shows that human social 
behavior is not evoked by complex processes but can be triggered by minimal stimuli, so that this mechanism 
leads to an easier handling of new technologies, such as digital voice assistants. The technology of digital 
voice assistants also possesses such social behavior-triggering elements through the use of natural language 
and an interactive driver. 

The Uncanny Valley 

Previous literature could indeed determine increasing familiarity towards an object by adding humanlike 
elements (Seeger et al. 2017). Mori (1970), investigating the relationship between the degree of 
anthropomorphism and the familiarity with the robot, finds that at a certain degree, the effect is reversed. 
This seemingly paradoxical phenomenon is described in the literature as the uncanny valley effect. 
Accordingly, familiarity with the subject increases steadily with increasing human resemblance, but at a 
certain level of human resemblance, it undergoes a considerable slump, so that acceptance drops rapidly. 
This acceptance gap is only closed again when a certain, very high degree of human similarity has been 
reached. A possible explanation for this phenomenon is that robots with low human similarity are evaluated 
by standards other than robots with high human similarity. While objects with little human resemblance 
are rated as having human characteristics, humanlike robots are rated as having weaknesses and 
deficiencies compared to humans (Merkle 2019). The expectations of the more human robot are higher and 
can therefore only be disappointing, which leads to a negative reaction. Digital voice assistants can also fall 
into this uncanny valley, for example, by choosing a voice that is too close to a human being, which could 
lead to a dissonance compared to the still non-human behavior and thus cause a rejection of the technology. 
Based on previous literature and these theories, we developed an interview guideline. 

Method 

To investigate the phenomenon of anthropomorphism within digital voice assistants in a holistic approach, 
a qualitative study was conducted. 

The qualitative research approaches are characterized not only by a much greater openness but also by 
greater flexibility (Lamnek 2010). In this way, situations can be better taken into account, and a more in-
depth examination of the research object can be carried out against the background of the research question. 
A higher content validity, but a deeper generalizability in comparison to the quantitative approach, is 
achieved (Myers 1997, Kaplan and Maxwell 2005). This method is particularly suitable because hardly any 
knowledge is available so far about the triggers of anthropomorphism with regard to digital voice assistants, 
so that initial approaches must first be generated, and qualitative research is particularly suitable for this. 
In the first step, a problem-oriented semistructured interview guideline was developed taking into account 
previous literature. To offer enough space for the presentation of one's own subjective views, open questions 
were formulated. In our study, a total of 20 interview partners (IP) were selected through a purposive 
sampling strategy and independently interviewed, namely, 10 females and 10 males (average age M=33.25, 
SD =13.27) (see Table 1). We monitored for heterogeneity in age, balanced gender distribution and in 
different kinds of knowledge and experiences. Heterogeneity of the sample helps to support evidence that 
results cannot only be found within one group and thus ensures a higher generalization (Robinson 2014). 
Thus, our intention was to explore the attitudes of a general sample and not the attitudes based on use. After 
15 interviews, data saturation was reached (Saunders et al. 2017). Both non-users (nine) as well as users (11) 
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were included to obtain broad results whereby all participants had already heard about different voice 
assistants and tested different assistants. The more experienced participants were using conversational 
agents daily or at least several times a week and for more than one year, whereas the non-users had only 
tried it or used it less than five times a year. 

These participants were interviewed in the following nine categories: general experience, technical aspects, 
intelligence/competence, anthropomorphism, animation, sympathy, perceived security, communication 
skills and trust. Afterwards, an audio file of all interviews was created using a smartphone and then written 
with the assistance of the transcription software "Express Scribe" following the transcription system 
according to Kuckartz et al. (2008). The interviews were conducted between November 2018 and February 
2019 and had an average length of approximately 30 minutes. The reasons for choosing these nine categories 
were based on different literature and the named theories. Therefore, we could, for example, assume that 
experience and technical aspects are important drivers in the field of technology acceptance concerning 
behavioral intention when we especially consider models such as technology acceptance model (TAM) or  
the unified theory of acceptance of use of technology (UTAUT2) (e.g., Venkatesh et al. 2012). Since digital 
voice assistants are technical devices as well, functionality is a basic prerequisite for a positive behavior 
intention. However, they differ from classical technologies through their use of spoken language, for 
example; this is why we, furthermore, rely on Bartneck et al. (2009), who developed measurement tools 
such as intelligence, perceived safety or anthropomorphism for humanlike characteristics in human 
computer interactions. Further, previous studies have concentrated especially on the difference between 
artificial and human communication and the simulation of empathetic or fact-oriented communication, 
which can also influence behavioral intention and trustworthiness (e.g., Bittner and Shoury 2019). In 
addition, especially in the virtual and digital environment, trust is a decisive factor with regard to purchase 
or use intentions in general (e.g., de Visser et al. 2016). Moreover, there are further characteristics that could 
influence the behavioral intention and the functionality of digital voice assistants; however, based on these 
exemplary named studies, the prior categories are the main influencing constructs for a holistic approach. 
Further characteristics could be interpreted as a dimension of these main categories. 

To ensure that the participants’ answers were reliable and valid, we added control questions at the beginning 
of the interview. For this purpose, we asked about their knowledge of digital voice assistants (e.g., “Which 
digital voice assistants do you know?”), their experience (e.g., “Have you ever used a digital voice assistant?”, 
“How long have you used digital voice assistants?”), their attitude towards them in general (e.g., “What is 
your general opinion towards digital voice assistants?”) and their future prognosis (“Where do you see 
digital voice assistants in 20 years?”). Therefore, questions about actual use were asked as well as questions 
about desirable and undesirable characteristics of digital voice assistants. Next, we were able to identify 
preferences about anthropomorphic characteristics for digital voice assistants. Because all non-users have 
at least tried digital voice assistants, there were no striking differences in forming the questions for them. 

The resulting data material in the form of transcripts was then evaluated after qualitative content analysis 
according to Mayring (2010). This very structured evaluation method uses categories to evaluate the 
transcripts in several fixed steps. However, the categories need to be created first. This creation was done 
after the first viewing of the transcripts by looking for similarities and differences of the data and 
formulating the relevant aspects for the research question in new categories. Furthermore, a summarizing 
content analysis was conducted for each individual interview to find the core elements for the research 
question. Relevant text elements were limited to the main aspects, and verbal ornaments were dropped to 
concentrate on the content-bearing components (Guest et al. 2012). Thus, a clarity trough reduction was 
produced. Statements that referred to each other or that had the same content were coded and summarized 
as a theme since they were more precise as a new category. Afterwards, either the statements were assigned 
to already existing categories or new categories were created if they did not fit into previous categories. Thus, 
upper categories (UC) and subcategories (SC) were subdivided and formed inductively from the data 
material. The subsequent coding of the interviews involved assigning all relevant text passages to the 
appropriate, previously formulated categories so that at the end, a category-based overview was created in 
which all relevant text passages were assigned to their appropriate categories. In our study, both text 
passages that confirm the category and text passages that negate it were assigned so that conclusions could 
be drawn about the importance of a category. After the development of the category system, we carried out 
a re-examination of the structure through a second material run to double check that each interview was 
categorized correctly. 
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To ensure validity, we used two coders who not only doubled checked the results but also discussed them to 
reach an intercoder agreement that provided accuracy and credibility (Guest et al. 2012, Creswell and Miller 
2000). Moreover, we performed a peer debriefing, which means that questions and results were discussed 
with another researcher to ensure that no overinterpretation or misleading evaluation took place (Creswell 
2008). Although triangulation is controversial (Bollen et al. 1998), we also included contrary statements in 
the categories to get different views if and moreover, the group of participants were heterogenic in age, 
working position and educational level (Creswell 2008). 

Table 1. Overview of Participants 

Female Female Male Female Male Female Female Male Male Female 

51 20 45 38 58 33 21 28 27 22 

Language 
Teacher 

Student Photographer 
Office 

Employee 

Self-
employed 
Craftsman 

Account 
Manager 

Student 
Security 
Engineer 

Penetration 
Tester 

Student 

Male Female Male Female Male Male Female Female Male Male 

28 19 56 28 26 21 22 23 50 49 

Product 
Manager 

Education 
as a Nurse 

Network 
Administrator 

Product 
Manager 

Systems 
Analyst 

Student Student Student 
Authorized 
Signatory 

Mechanical 
Installer 

Table 1. Overview of Participants 

Results 

The results of the study are presented in Table 2 for a better overview. Afterwards, the analysis will be shown 
in more detail. 

Table 2. Category System 

UC SC 

UC1 Experience    

UC2 Functionality SC 2.1 

 

SC 2.2 

Preference over other 
technology 

Function/Role 

UC3 Behavior SC 3.1 

SC 3.2 

Social Behavior 

Adaptability  

UC4 Anthropomorphic 
Attributes 

SC 4.1 

SC 4.2 

SC 4.3 

SC 4.4 

SC 4.5 

SC 4.6 

Personality 

Independence  

Interaction 

Voice 

Appearance 

Competence and Intelligence 

UC5 Relationship  SC 5.1  

SC 5.2  

Proximity and Distance 

Emotions during use 

Table 2. Category System 

UC1 “Experience” 

The first UC, "Experience", describes the previous knowledge and attitudes of the interviewed persons 
towards digital voice assistants in general. Among the best-known voice assistants are Alexa, Siri, Google 
Assistant and Cortana (IP8), which are offered by the largest technology companies currently on the market. 
It is striking that digital voice assistants that have their own names are more likely to be mentioned and 
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therefore more memorable (IP7). The use of digital voice assistants seems to be different depending on the 
gadget used. While people who have a preinstalled voice assistant on their smartphones stated that they 
rarely (IP6) use it, people who have an Alexa or Google Home Assistant as a stationary device stated that 
they use it several times a day (IP3). However, in terms of the tasks assigned, the stationary devices do not 
seem to differ from the preinstalled voice assistant in smartphones. In general, simple tasks such as 
obtaining information, navigation, information about weather and dates, translations, setting alarms and 
playing music are left to the assistant (IP8). Very few people currently use Alexa and Co. to control their 
smart homes (IP15). The statements about the recommendation are different; although some describe the 
digital voice assistant as being helpful, they would not yet recommend it to their acquaintances either 
because they are not yet behind it (IP1) or because there are still concerns about data protection (IP3). The 
majority are positive about recommending a digital voice assistant and justify this with its usefulness and 
ease in everyday situations (IP6). The ease of use and convenience resulting from the use lead to the 
recommendation (IP20: “Comfortable, easy. It's the easiest to use. You can even do that if you have broken 
hands.”). Despite concerns expressed, everyone is convinced that digital voice assistants will be more 
mature, more widespread and integrated into many areas and devices in the future, so that they will take on 
increasingly complex tasks and partially replace humans (IP9). 

UC2 “Functionality” 

The second UC, "Functionality", describes the usability and role of the digital voice assistant compared to 
other technologies. It can be divided into the SCs "Preference over other technology" and "Function/Role". 
Digital voice assistant technology is mostly preferred to other technologies. The reasons given for this 
outcome are particularly the simple and convenient operability through the language (IP7) and the 
associated speed (IP2). Moreover, the usability in general and the voice recognition have improved so it is 
very easy to use (IP7: “What I actually noticed is that you don't have to speak as explicitly as you used to. 
It has become more user friendly and as far as speech recognition is concerned, it has become a lot 
easier.”). IP3 sees the advantage in the fact that speaking and listening does not prevent them from doing 
other things as much, and IP20 also finds it "easier to dictate something than to type it into the keyboard 
[because] you can do different things at the same time". Furthermore, using a digital voice assistant is seen 
as efficient and as a comfortable and natural kind of communication and interaction (IP12). For some, it is 
also situation-dependent whether they prefer the voice assistant (IP2); for others, the technology is not yet 
mature enough to prefer it over other technologies (IP13). 

The SC “Function/Role” describes the role attributed to digital voice assistants. IP14 describes that the 
assigned role depends on the expectations you have of the assistant and how you see it. Some see it as a tool, 
instrument or technical aid that does not require human characteristics (IP5: “This is supposed to be my 
tool, the voice assistant. Nothing more.”). Others attribute to it the role of the machine friend who takes 
orders and thinks along with them and whose friendly relationship helps when something needs to be taken 
care of (IP2: “[…] is a kind of machine friend who has the position of helper who is always willing to  do 
commands for me, do things for me.”). However, participants also admit that dealing with digital voice 
assistants differs from dealing with fellow human beings because they confront voice assistants more 
ruthlessly and roughly than their fellow human beings (IP18). Therefore, it can be stated that the assigned 
role and function of the assistant can favor or weaken anthropomorphization. If the voice assistant has the 
role of a tool, it conveys less humanity than if it is regarded as a technical friend or interlocutor. Therefore, 
the perceived role of the digital voice assistant in particular seems to have an influence on the attributed 
human similarity. 

UC3 “Behavior” 

The third UC, "Behavior", describes the reaction of the digital voice assistant perceived by the user to actions 
of the user. This category can be divided into the SC “Social Behavior” and “Adaptability” of the assistants.  
The SC of “Social Behavior” describes through which perceived characteristics the digital voice assistant can 
be perceived as a social presence and conducts social behavior. While some participants do not attribute 
social behavior to the assistant (IP4), others see the courtesy of the digital assistants as a characteristic of 
social behavior. If the voice assistant shows behavior such as making contact with people, apologizing for 
not understanding, letting a person speak or remembering what has already been discussed, it will be 
awarded politeness characteristics and thus a social behavior (IP1: “[…] the voice assistant behaves socially 
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to the extent that it is in contact with people (...), that it apologizes, that is already polite. […] that he lets 
you speak […] remembers things”). The use of names during communication is also seen as social behavior 
that creates a more personal quality with the assistant (IP2). In addition, the omission of behaviors such as 
insults or lies is perceived as social (IP14); thus, social behavior can also be mediated by the absence of 
antisocial behavior. A further component of social behavior can also be the empathy shown and the response 
to the respective emotional state. However, the integration of emotions in digital voice assistants is only 
expected or preferred by a few (IP8). Most believe the responsibility for feelings is in humans and regard it 
as questionable if the voice assistant would be able have any (IP10: “Emotions? A person is responsible for 
that, in my eyes”). For many, this ability of empathy would be too humanlike, and they would feel strange 
communicating with the assistant on an emotional level (IP5). In addition, integrity and friendliness are 
expected when dealing with personal data (IP16). The strengthening of the social area is also preferred by a 
digital voice assistant. This support is realized by means of small talk functions and attractive gimmicks. 

The SC of “Adaptability” describes the competence of adapting behavior to certain circumstances. An 
adaptation of the digital voice assistant to the user is advocated in the sense that when a child's voice is 
recognized, the assistant adapts its response behavior to certain questions in a child-friendly way (IP1: 
“When he realizes it's a child's voice or it's a voice from an older person because you can really hear it out, 
then he adapts to it.”) or adapts itself to the respective user with its language peculiarities (IP20). In 
addition, the voice assistant should adapt itself to the respective user and the situation with regard to the 
suggestions made and adapt its personality depending on the situation (IP8). It can therefore be stated that 
the behavior is considered positive by showing social behavior and adaptability and can contribute through 
the social component to a human perception of the digital voice assistant. 

UC4 “Anthropomorphic Attributes” 

The fourth UC, "Anthropomorphic Attributes", describes characteristics that make the digital voice assistant 
appear individual and human. The SCs are “Personality”, “Independence”, “Interaction”, “Voice”, 
“Appearance”, and “Competence and Intelligence”. There are different opinions concerning the integration 
of a personality. Some advocate a personality to build a better relationship with the digital voice assistant 
(IP2). Others see this as a danger because the boundaries between man and machine would become blurred 
(IP3) and people could be replaced (IP13). In addition, if the assistant is assigned many human similarities, 
this could lead to disappointment because the device cannot fulfill the same expectations of the user as a 
human can (IP15). Nevertheless, the voice assistant is attributed various traits, such as reliability, 
friendliness, helpfulness, humor, intelligence, honesty and impertinence (IP11, 16), so that a certain 
personality of the assistant is already perceived by the voice and its responses (IP2). For a human being, 
empathy, reliability and patience are mentioned as further important qualities (IP1). In particular, the 
possibility of communication, which is characterized by mutual understanding and empathy, is seen as a 
relevant characteristic of a human being (IP18). The interviewees prefer a digital voice assistant who is 
characterized by patience, reliability and consistency of performance (IP1). Furthermore, attributes such as 
friendliness and helpfulness are listed, which are also relevant for the interviewees (IP2). It is also noticeable 
that a character is preferred who is similar to the user or at least largely agrees with him, so that sympathy 
can develop (IP2). Others indicate that they also find it interesting if the digital voice assistant has different 
values and opinions so that they could learn from it (IP17: “I think I would be a person who would also like 
to have an artificial intelligence, who can also represent other opinions because I can only learn through 
that.”). In general, for most participants, functionality is more important than personality (IP7). 

With regard to the attributed independence, opinions differ again. Some of the respondents attribute 
autonomy to the voice assistance because it independently filters and executes information or commands 
and generates proposals itself (IP2: “They are already very independent in the sense that when you give 
the order, they also do what is expected without any queries or anything like that.”). Others do not regard 
it as independent because it does not do anything by itself but has to be activated by voice commands (IP7) 
and then only follows its programming (IP19). The repeated mention of programming in this context (IP13) 
shows that there is still a great awareness of the technical interface, which could inhibit 
anthropomorphization. 

Interaction, on the other hand, is given high importance as a trigger for anthropomorphization because the 
digital voice assistant has a more lifelike effect due to its interactive character and the possibility of a joint 
conversation (IP9), thereby lowering the inhibition threshold for communicating with it (IP11). The 
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interviewees pay particular attention to the speed of response and the integrity of the commands and 
demands to be executed (IP12). IP20 takes a critical view of interaction and the associated increase in 
independence and is more reserved in its demand for more interaction with the assistant (“It depends on 
how far he is interactive, i.e., independent, because interactive always means a certain independence. And 
there one would have to know, how far would that go then I would say ‘perhaps’?”). Therefore, it becomes 
clear that especially with the integration of human characteristics in the digital voice assistant, opinions 
differ widely and have a great influence on the perception and evaluation of the it. This could be due to the 
uncanny valley effect. 

The SC of "Voice" describes the elements that influence the perception of the digital assistant in relation to 
its liveliness and artificiality, as elements that convey liveliness, voice, appearance and movement are 
mentioned (IP1). The voice and language of the assistant is felt to be alive when it is easy to understand, 
uses slang phrases, pauses to imitate breathing and mimics human imperfections (IP2). The pronunciation 
of words and the prosody of the voice seem to be important (IP15). In general, the assumptions of the 
interview participants show that an increasingly human voice meets with more acceptance among voice 
assistants than does an artificial voice (IP2: “Basically more human because I understand them better. 
Because if an artificial voice was very clearly developed, I still find through this distortion that it doesn't 
have this human melody […]. […] but it doesn't always have to be human one-to-one. So, there can also be 
gradations in human-likeness”). Many of the respondents find a human voice pleasant because it is 
characterized by a certain softness and a soft flow of speech (IP3). The respondents' statements indicate that 
the majority have no preference for a female or male voice in certain areas (IP13). However, a minority of 
respondents stated that the choice of voice should be adapted to the context. The gender-specific voice 
should be adapted to the respective role model and thus indicates the use of a female voice in the drugstore 
area and the choice of a male voice in navigation (IP2). In general, however, the preference for a female 
voice is valid, since this is generally perceived as more pleasant (IP4). In addition, a middle-aged voice is 
prioritized because the competence of a young voice is perceived as doubtful (IP4). Regarding pitch, 
respondents agree that comfort is provided by a medium pitch and thus causes an increase in sympathy 
(IP18). Many of the respondents feel that an unpleasant voice is characterized by a very high pitch. 
Therefore, the preference of a voice of medium pitch applies (IP13). In addition, the respondents' statements 
indicate a preference for a successive speed (IP6). The volume is also mentioned by some of the respondents. 
A volume that is too loud is associated with obtrusiveness and is therefore perceived as unpleasant (IP14). 
A pleasant voice is also characterized by the attributes of a certain gentleness and friendliness (IP11). 
However, all these aspects can also constitute artificiality. Artificiality can be evoked, as can liveliness 
through voice, language and optics. Especially when the voice sounds too robot-like, tinny, indignant and 
monotonous, the assistant is perceived as artificial (IP2). Language is described as emotionless and 
repetitions of formulations as fake (IP11). 

As far as the appearance is concerned, the voice assistant does not yet convey liveliness through its 
loudspeaker optic; nevertheless, when the assistant responds, the bright lights are perceived as living 
elements that imitate the rhythm of the language (IP1, IP3). In addition, it seems important that the digital 
voice assistant has eyes or an eye-catcher that can be used for orientation during interaction (IP2: “So 
technical points for the eyes, as landmarks. Nose and such is not important to me. Mouth is actually also 
not. But eyes to be able to build up eye contact.”). Furthermore, an important liveliness mediator is seen in 
the movement. Although this is not yet present in those digital assistants, it leads to a more human 
perception, e.g., a robotic vacuum cleaner (IP2). Similar to movement, facial expressions and gestures are 
considered important for anthropomorphization (IP11). Additionally, the optics can appear artificial from 
the form and material used and even reduce attributed humanity. (IP13). From this result, it can be 
concluded that the choice of voice, the appearance and the integration of movements can trigger or weaken 
anthropomorphism, depending on how the respective aspect is implemented. In general, it can be said that 
respondents would prefer a digital voice assistant that is more similar to a robot than to a human (IP4). In 
addition, there is a preference for the size of an assistant. Many of the respondents prefer a small size when 
choosing a voice assistant (IP17). Moreover, the appearance of the assistant favors an inconspicuous 
appearance (IP14). In general, respondents also prefer a segregated assistant that stands out as an additional 
unit and thus provides a fixed point of interaction (IP15). However, a minority feels that a humanlike 
appearance would promote sympathy for digital language assistants (IP11: “Rather with a human looking 
one because that creates direct sympathy”). 
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The SC of “Competence and Intelligence” highlights the perceived relevance of implementation competence 
and intelligence into digital voice assistants. What is striking about this category is that a large majority of 
the participants consider an implementation of intelligence to be relevant and meaningful (IP3). The 
abilities and reasons for this are manifold, and the idea of which components are considered intelligent is 
variable and multilayered. Most frequently, however, a foresighted answer to the question and the ability of 
the voice assistant to link and combine answers are described (IP20: “For me it is intelligent […] that it 
understands what I want and perhaps offers me alternatives that could also be relevant to the solution of 
my problem or question.”). The ability to intuitively understand the user or to suggest alternative solutions 
was also positively mentioned by the respondents (IP16). Some participants also list scenarios such as the 
individual usage pattern created, processed and stored by the voice assistant, connectivity with other 
devices, quality of interaction, speech recognition, drawing logical conclusions and responses, ability to 
retrieve information, speed of speech processing, feedback capability and reliability of results as intelligent 
aspects (IP13). Only three of the respondents consider an implementation of intelligence to be irrelevant, 
either because they have concerns about it due to humanity losses or because they feel the devices are not 
intelligent because there is programming behind the system (IP19: “I think the word intelligent is wrong in 
this context because in principle there is a programming behind it”). 

The perception of the participants referring to competence was very different here with regard to the 
acquisition of information and search functions of the digital voice assistant. The combination and 
implementation of given information is also often perceived as competent. The assistant should fulfil its 
purpose to satisfy the user, and the prerequisite for this is the qualitative answering of questions (IP7). The 
speed of implementation and interaction of the digital assistant and the simple use and operation are also 
mentioned here concerning competence (IP13). In isolated cases, speech recognition and processing, the 
presence and a human voice, which is in accordance with the functions of the assistant, is perceived as 
competent (IP5). In contrast, it was conspicuous that six of the test persons perceived poor quality in 
answering questions as incompetent (IP3: “Competent, of course, if you can put it that way, if he can give 
me answers. Incompetent is when he gives me useless information, things I already know, things that 
don't help me.”). In isolated cases, a robotic voice, inadequate speech recognition, the immature state of 
technology and the lack of security with regard to data protection are regarded as incompetent. 

UC5 “Relationship” 

This UC was divided into two SCs, namely, “Proximity and Distance” and “Emotions during use”. Some of 
the respondents mention an increasing strengthening of a friendly relationship to the digital voice assistant 
by means of an increase in human characteristics (IP2). Thus, many predict an increase in the emotional 
attachment to a voice assistant (IP8). The second SC deals with the softening of the boundaries between a 
human being and a voice assistant. The feelings of the interviewees illustrate a clear differentiation between 
a digital voice assistant and a human being and illustrate this by noting an assistant as a machine (IP5). 
Some of the respondents also mention an aversion to an emotional attachment to an object and make this 
clear by the insignificance of parallels between a person and a digital assistant (IP5). Another aspect 
mentioned by the majority of the respondents describes situations in which interaction with the voice 
assistant was disrupted. The assistant often provides incorrect or inadequate information and results, which 
leads to anger (IP3). Speech recognition and processing were also frequently criticized by the respondents 
(IP14). A few times the lack of ability to recognize foreign languages is mentioned when assistants have been 
configured for a certain language in advance (IP7). Further points include wrong navigation or the linguistic 
input of technical terms, which does not function perfectly as yet and is mentioned as annoying. In a few of 
them, no more precise feeling could be described; it is rather described as neutral and not regarded as 
relevant (IP4: “No feeling at all. It is simply accepted”). In other cases, a negative feeling is explained, which 
arises when confidential information is passed on or when questions are not answered correctly. Some of 
these persons describe a feeling of discomfort and skepticism and, in one case, even fear (IP1). The majority 
of the respondents, however, describe a positive feeling when answering the questions. The descriptions of 
feelings were very individual and varied. Feelings such as trust, satisfaction, confirmation, understanding, 
joy, relief, and feeling at home were mentioned (IP15: “It actually gives me a feeling of relief. It has a bit of 
the feeling of home when I think of Alexa now.”). 
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Discussion and Conclusion 

The evaluation of the interview results shows that many of the respondents have already come into contact 
with the topic of digital voice assistants. In general, all respondents have some form of voice assistant and 
can categorize their use. Many respondents mention the use of a digital voice assistant through smartphone 
integration, which supports the statement that the number of smartphone users using digital voice 
assistants has increased substantially over the years. The use focuses mainly on weather forecast 
information and assistance with tasks such as writing a text message. This outcome is based on the 
theoretical principles of reactive support. However, the statements also show a tendency towards proactive 
assistance. This is characterized, for example, by the fact that the user is reminded of upcoming events. 

To answer the research questions from the beginning, (1) in general, anthropomorphism itself is manifested 
through the spoken language as a human characteristic through visual symbols such as a blinking ring or 
flashing points during the conversation and through human traits such as politeness, intelligence or social 
behavior. (2) Furthermore, social behavior, adaptability, similarity to the user, personality, independence, 
voice, appearance and interaction are all factors that can contribute to the anthropomorphization of a digital 
voice assistant, which positively influences human-computer interactions. (3) According to our third 
research question, the most important human characteristics are an interactive character, a humanlike 
voice, intelligence and social behavior to the extent that it is friendly, helpful, reliable. 

Although this study primarily focuses on the triggers for anthropomorphizing rather than the reasons, we 
can stress that trust in particular plays a decisive role for why users are anthropomorphizing. IP3 stated, 
e.g., that “human traits create trust, so I know I can tell this bot everything without the data ending up 
anywhere.” This aspect seems to be a relevant point for future research. Surprisingly, in general, there were 
no significant differences between the non-users and the more experienced users concerning the evaluation 
of anthropomorphism probably because either the participants use digital voice assistants regularly or at 
least they know what they are capable of and tried some. Therefore, non-users can imagine what kind of 
assistant they would prefer, and which humanlike characteristics are important. 

Since the parameter field of social behavior is one of the most important components for embodying 
anthropomorphization as the interviews have shown, it is assumed that the increasingly human 
characteristics of a robot are accepted. Therefore, the findings of the study suggest that the perceived social 
behavior and the adaptability of the behavior of a digital voice assistant can be a possible trigger for 
personification. This finding is based on the CASA paradigm (Nass et al. 1994) as well as on the triggers of 
anthropomorphism formulated by Epley et al. (2007). The suggestion of a social behavior is sufficient as a 
signal to activate the elicited agent knowledge and to trigger a personification so that the user recognizes 
the voice assistant as a social counterpart and treats it as such. For example, Fussel could also show that 
humans regard a robot that reacts politely as less mechanistic than a rude one, which contributes to the 
hypothesis that social robots are perceived as more humanlike (Fussel 2008). The skepticism towards the 
voice assistant’s empathy in the study can possibly be explained by the uncanny valley mentioned by Mori 
(1970), so that the empathy produces too high a human similarity, which has an uncanny effect on the user 
and can lead to a rejection of the assistant. Another explanation mentioned by some users is that emotions 
and empathy belong to human beings and not to robots. Therefore, especially for developers, caution seems 
to be required when integrating emotions into conversational agents. 

The functionality factor determined in the study and the significance of the assigned role also influence the 
triggering of anthropomorphism. These findings are in line with those of Goetz's (2003) and Bernier’s and 
Scasselatti’s (2003) fit hypothesis to bring the anthropomorphic design of the digital voice assistant in line 
with its role, function and expectations. Dautenhahn (2007) formulates in his research that a robot is 
perceived as human if it can exhibit a certain functional ability and if its role as a machine is pushed into the 
background by its role as a friend. 

Social behavior promotes the appearance of the liveliness of a robot and offers humans a space for the 
anthropomorphization of artificial intelligence. The appearance of a digital voice assistant, however, shows 
the strong rejection of a personification of the robot. Thus, users prefer a robot-like appearance, even if they 
perceive the human characteristics in the form of behavior as increasingly positive. The uncanny valley effect 
describes this process. The existence of the thin line between the acceptance of a humanlike appearance and 
the harmony with humanlike behavior and the rejection of it is described as an uncanny valley. Many of the 
interviewees feel that the increase in human characteristics in the form of behavior in a digital voice assistant 
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is positive, but they prefer the functionality (such as information presenting, switching on and off the lights 
or scheduling appointments) over these humanlike characteristics. However, if the voice assistant is a 
human duplicate, expectations are raised that it cannot meet. This result also clarifies the theory of 
anthropomorphism and reinforces that the depths of the uncanny valley are reached. Furthermore, many 
of the interviewees mentioned modifications to enable increasingly human behavior but did not consider 
this to be absolutely necessary. Moreover, the comparison between the expectations of the attributes of a 
human being and those of a digital voice assistant shows that there are similarities. Respondents expect 
patience and reliability from both a person and a voice assistant and would welcome humor. There is also a 
preference for strengthening the social sphere. In general, respondents find the promotion of small talk 
functions and gimmicks increasingly sympathetic. 

In line with Lee et al. (2006), it was confirmed in our study that the digital voice assistant is assigned a 
personality that can help to understand its behavior through its similarity to humans. Contrary to our study 
in which conversational agents with a similar personality were desired by the user, Lee was able to show 
that a robot with a complementary personality is perceived as more intelligent, more attractive and more 
socially present than a robot with a similar personality and that the interaction with it is also experienced 
more positively. In addition to the results of the study, in which the personality is conveyed via the voice 
and the answer, Fong et al. (2003) finds that the personality can also be conveyed via emotions, the 
appearance and the way in which a task is completed. According to our study, another trigger of human 
perception can be an interactive character and thus independence. Kanda et al. (2004) find a positive 
correlation between an independently interactive robot and a human perception, which leads to the 
assumption that an interactive digital voice assistant has a more human effect. According to our study, 
anthropomorphization is additionally influenced by voice, appearance and elements of movement. In his 
research on robots, Zitzewitz (2013) also identifies these parameters as influencing factors of human 
similarity. Contrary to the many positive answers concerning digital voice assistants, it was noticed that 
almost half of the participants did not pass on any tasks to the voice assistant for which they had to disclose 
personal or private data. In addition, a smaller proportion of respondents stated that they did not want to 
share financial data, health data, security information such as passwords, and more complex information 
with an assistant to perform specific tasks in this context (IP8). This outcome means that in some cases, the 
necessary confidence is still lacking to entrust the voice assistant with complex tasks. A more humanlike 
behavior could strengthen the basis of trust and thus eliminate data transmission that has so far been viewed 
critically. However, this does not include the anthropomorphic appearance of a digital voice assistant. A 
strongly anthropomorphic appearance raises expectations that the robot may not be able to meet, which 
leads to a strong rejection of human characteristics. The results describe the influence of anthropomorphism 
of a digital voice assistant, which can be done via voice and character attributes and show the possibility of 
influencing the perception of a voice assistant and the increase of sympathy towards it. There is an 
interesting contradiction in the statements regarding the appearance of a digital voice assistant that is 
particularly striking. Many respondents find a human voice to be extremely pleasant with digital voice 
assistants and experience an increase in sympathy when it is increasingly human. However, respondents 
perceive the opposite in the case of an increasingly human appearance of a voice assistant. Therefore, if the 
voice of the digital voice assistant is perceived to be humanlike, the acceptance to use it increases, probably 
because it appears have the feeling to interact with a real human. 

Of course, there is also a dark side for the users. Companies can misuse the users’ private data and endanger 
privacy by listening to private conversations without the users’ knowledge. By doing so, they are able to take 
advantage of users, e.g., marketing strategies or special advertisements to increase their sales. Some users 
are already aware of the risk of misuse through eavesdropping. Nevertheless, it is important to strengthen 
the digital competence for all users in general so that they can develop a critical and balanced view. 
Particularly vulnerable people, such as children, older, disabled or sick people, are easy victims. Another 
point is that when emotions and empathy are integrated into digital voice assistants, these can also be used 
to persuade users to do or buy things, they do not truly want by appealing to their feelings. Especially in 
sensitive areas such as medicine or social fields, ethical guidelines for what a robot is allowed to do and what 
it is not allowed must be determined. Legal questions such as who is responsible if something happens and 
what kind of decisions are allowed to be made by an agent should be discussed before implementation. 

Overall, it can be concluded and highlighted that anthropomorphism is positively perceived in a digital voice 
assistant if it shows a social, adaptive behavior, embodies a certain role as well as the implementation of 
personality, independence and interaction, with the voice playing a decisive role. The more integrated the 
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assistants were into everyday life, the greater the degree of anthropomorphization, even though all test 
persons were aware that they were communicating with a machine. Nevertheless, almost all participants 
find it more pleasant when the digital voice assistant has human features and prefer to use it in that case. 
For companies, this means that the implementation of human traits in voice assistants can lead to higher 
acceptance. Users experience a more positive emotional reaction to products and brands when they are 
anthropomorphized, which can ultimately lead to a preference for the respective product (Van Doorn et al. 
2017). However, the findings also show that anthropomorphism is evaluated differently and is more 
complex: appearance should not be humanlike, whereas the voice should be and exhibit social behavior in 
the form of friendliness and reliability, but to the contrary, empathy and emotions cause discomfort by users. 
Therefore, this holistic study contributes that although functionality is an important factor concerning the 
acceptance of digital voice assistance it is not sufficient and anthropomorphism as a complex construct 
respectively the integration of chosen human characteristics into conversational agents support a positive 
evaluation of the agent and drives the acceptance and behavioral intention.  

Implications for Management, Practice and Design 

Our study provides many interesting findings for management, practice and design. The identified factors 
that trigger anthropomorphism and lead to higher acceptance could be useful for voice assistant developers 
and other researchers in further development. It seems to be important to first develop a uniform role of the 
assistant that is adapted to the functionality and adapt the design accordingly with regard to its 
anthropomorphic elements. For the developers of digital voice assistants, this outcome means that 
conversational agents should have an integrated imitation of social behaviors, demonstrating adaptability 
and an appearance appropriate to its role or task. Especially for companies, it is important to ensure that a 
combination of first the functionality and second the integration of human behavior is given to achieve the 
highest acceptance rate. Because functionality is also an important point concerning the perception of digital 
voice assistants, our study has shown that anthropomorphic elements foster successful acceptance. As the 
findings have shown, the relationship between the user and conversational agent is stronger when the voice 
assistant is used regularly. Thus, companies can increase their market share through habitualized use, e.g., 
through downstream services such as offering smart-home applications in connection with a digital voice 
assistant. However, the human likeness should not be adopted in regard to the appearance, so the design of 
the digital voice assistant should either be robot-like or abstract and inconspicuous. Otherwise, the users 
will feel uncomfortable, resulting in a rejection of the device. Just as no human appearance is preferred, 
caution seems to be required in regard to integrating emotions and empathy into digital voice assistants 
because users attribute these characteristics primarily to human beings and not to robots. However, it would 
be interesting for companies to integrate different degrees of emotions, so users can customize their 
individual preferences. This customization can also be senseful in terms of the agent’s personality. It can be 
equipped with different personalities to be perceived as similar or contrary to the user himself. Additionally, 
companies have to build up the trust of the users concerning their data and protect their privacy through a 
high-level and understandable transparency policy, but since human characteristics can provide trust, these 
can make it much easier for companies to reach users. 

Implications for Future Research and Limitations 

Since emotions and empathy are seen as a critical integrated part of digital voice assistants, this result could 
be investigated in more detail when further studies examine how emotional a digital voice assistant should 
be, and in which situations and what kind of users prefer emotions, and which do not. It could also be 
dependent on the user character and the context of the preference they have. Additionally, it would be 
interesting to check whether humanlike characteristics such as apologies would overcome the effect of a 
partial dysfunction. As functionality is seen as an important factor, an experimental study could investigate 
whether this assumption can be leveraged through more humanlike traits. Moreover, further studies could 
examine whether users are more forgiving of humanlike agents than of real humans, e.g., in the context of 
service failures. Furthermore, one essential area of investigation could be that if companies succeed in 
increasing trust are users more willing to share private information, such as doing e-banking transactions. 

Unfortunately, the study also has some limitations as it is a qualitative investigation, which means that the 
sample was small. We tried to eliminate some important factors by depicting participants in different age 
groups, and using a balanced gender distribution, and different types of occupations. Nevertheless, it would 
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be interesting to investigate these factors of anthropomorphism with a larger sample and to investigate the 
degree of humanlike characteristics in different contexts. As mentioned by some participants, there are 
privacy concerns that can be overcome through using a real human. Therefore, a further study can examine 
if the more humanlike a digital voice assistant produces less privacy concerns. In addition, despite that we 
included both users and nonusers in our study, every participant in our study had at least a general 
knowledge on digital voice assistants and their functions. We therefore believe that it would be interesting 
to replicate this study with completely inexperienced users who have never tried a digital voice assistant 
before and to compare the results with this study. Furthermore, this study was conducted in Germany. 
Germany is an IT savvy country, but according to the culture dimensions of Hofstede (2010) also, a country 
with a high “uncertainty avoidance” score resulting in skepticism towards innovations such as digital voice 
assistants. That is why we argue that these results can also be interesting for other countries that have a 
similar score. However, it would be interesting to conduct a cross-cultural study and examine whether other 
cultures are seeing anthropomorphism differently and to determine different roles anthropomorphizing 
plays depending on the country and to investigate this phenomenon with countries that differ clearly from 
the German “uncertainty avoidance” score. 
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